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ABSTRACT 
The economization and commercialization of the biofuels production from microalgae 

require solving some problems facing it. One of the most important and expensive stages is 

the separation of microalgae from the medium culture.  The modeling of Separation 

biological processes can be used as a safe tool to save the economy and avoid repeated 

testing. Among the methods of modeling, artificial neural network is accurate and widely 

used in biotechnological processes. Results of the study showed that correlation coefficient 

reached 1 indicating that there is a good match between actual values and those predicted by 

modeling. From a total of 18 data, two-thirds of data was used to train a network and the 

remaining third was used to assess the modeling accuracy. The middle transition function 

purelin , output transfer function tansig and the number of neurons (five) were determined as 

the best parameters to train the network. The error rate of network training was estimated to 

be 0.0511  and error evaluation of the network accuracy was found to be 0.992. 
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1. INTRODUCTION 

Energy security, renewability, and climate change have led 

to the world seek alternative energy sources. Replacing the 

fuels and petroleum products with renewable resources is 

needed to minimize environmental problems. [1]  Biomass 

source has many advantages compared to other renewable 

sources due to the variety of the biomass source, different 

processes,and productive and application products. [2.3]  

Biofuel production is one of the most important methods for 

utilizing biomass resources. Biofuels are divided into three 

different groups based on the type of the resource. The first 

group such as corn and barley due to overlap with the food 

consumption and the second group such as lignocellulose 

due to the damage to the forest resources and its time-

consuming replacement have been replaced the third group 

i.e. microalgae. Algae have the proper growth rate and high-

fat production; they require less water to grow and their fuel 

amount is greater than the initial groups. [4-7]   

The economization of the biofuel production from 

microalgae requires solving some of the current problems 

that separation of microalgae from the medium culture is 

one of the most important and expensive stages. [8]   In this 

research, first, biomass separation methods from the culture 

medium were investigated and then their modeling was 

carried out. Retention time, pH, and electrical current 

density were investigated and removal rate, consumed 

electrical energy, and strategic cost were evaluated. [9]   A 

cultivated alga requires appropriate methods for harvesting 

which include gravity deposition, centrifugation, filtration, 

micro-screening, ultrafiltration, and flotation. [10-12]   

Thus, in order to resolve the problem effectively, the study 

and modeling of biological systems require methods that are 

very close to human's thinking. Artificial neural network is 

one the methods used in this context. Artificial neural 

networks can model complex systems with nonlinear 

characteristics that have become the most popular tool for 

modeling biological processes. 

A limited number of studies have been conducted on the 

application of modeling genetic algorithm- neural network 

to model and control micro-biological processes. However, 

some studies have been reported by Fernandez et al. (2007) 

who used artificial neural networks to examine microbial 

growth and introduced the method as a convenient one for 

microbial prediction [13]   . Garcia et al. (2009) 

modelledleuconostocmesenteroides growth using artificial 

neural network. Predictive models of the growth of the 

artificial neural network have been introduced as one of the 

proper tools to estimate growth parameters of 

leuconostocmesenteroides .. Sofo and Eckenjie (2007) 

studied estimation of the shelf life of yogurt with artificial 

intelligence model . Another example of application of 

artificial neural network in biotechnology concerns with the 

presentation of a computerized model to predict the shelf 

life of lactobacillus acidophilus in probiotic yogurt  [14-16]   

This paper modelled Separation of biological processes 

using artificial neural network and compared experimental 

results with data obtained from the modeling. 

2. Theory 

In neural network modeling that is derived from the human 

brain performance, knowledge or rules behind data is 

transferred to the network structure by processing 

experimental data. In other words, general laws are trained 

to the network by performing calculations on numerical 

data. The resulting network will be able to model and 

predict very complex processes with respect to the training 

provided with it. For instance, this method is used to detect 

hand-written notes and convert voice (speech) into 

handwriting (text). [17]   

The human brain contains a large number of (about 1011) 

interconnected components (104)connections per 

component) that is called neurons. The neurons include 

three main components: Dendrites, Cell body, and Axon. 

Dendrites are tree-like receptor networks, including nerve 

fibers that transmit electrical signals into Cell body. Cell 

body gathers these input signals effectively and places them 

on thethreshold. Axon is a long sequence that transmits 

signal from Cell body to other neuron. Point of contact 

between Axon, a Cell body and another Dendrite is called 

Synapse. Efficiency of neural network is determined by 

arranging neurons and strength of Synapses, which are 

determined by a complex chemical process. 

Each artificial neuron consists of one or more inputs, weight 

(for multi-input neuron, multiple-weight), bias  or offset, 

collector,  activation or transfer function) and one output. 

Scalar input p is multiplied by scalar weight w to form wp 

that is one of the terms that will be sent to the collector. 

Another input, 1, is multiplied by bias, b and sent to the 

collector. Collector output n that is usually called input net 

is sent to transfer function f that produces neuron scalar 

output a. If we compare this model with biological neuron, 

the weight w will relate to the strength of Synapse, Cell 

body will be expressed by collector and transfer function 

and neuron output will express the signal on the Axon. 

An artificial neural network consists of several layers of 

neurons. Input data enters input layer. Outputs of the layer 

form the input of the next layer, and output of the last layer 

is the network output. Each layer is comprised of a number 

of neurons. The layer whose outputs are the network output 

is called output layer. Other layers are called hidden layers . 

3. Test description 

The microalga used in this study (Fig. 1) is cultivated in 

four 10-liter photobioreactors. Ruddick culture medium is 

selected as a feed which is given in (Table 1). The synthesis 

methods of solutions of the culture medium are as follows: 

First, phosphate materials were mixed separately, then were 

autoclaved, and finally were aerated to air pump with 40 

L/min intensity. [18] 

Fig 1 - A picture of micro algae 
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Table 1 - Materials used in Roddick culture medium per 

liter 

type of materials 

Weight per liter of 

culture medium 

NaNo3 300 mg 

KH2PO4 20mg 

KH2PO4 80 mg 

NaCl 20 mg 

CaCl2 47 mg 

MgSO4.7H2O 10 mg 

ZnSO4.7H2O 0.1 mg 

MnSO4.7H2O 1.5 mg 

CuSO4.7H2O 0.08 mg 

H3BO3 0.3 mg 

(NH4)6Mo2O24.4H2O 0.3 mg 

FeCl3.6H2O 17 mg 

Co(NO3)2.H2O 0.2 mg 

EDTA 7.5 mg 

Sea Salt 33 g 

 

Fluorescent lamps were embedded within each of the 

photobioreactors for providing the light.Examples of the 

used bioreactors are shown in( Fig. 2) 

Fig 2 - The bioreactor used to cultivate the microalgae 

 
 

The GBC spectrometer model was used to measure the 

algae growth..The unit used for ECF consists of a DC power 

supply reactor and a magnetic stirrer. The reactor was 

placed on a magnetic stirrer for better mixing and four 

parallel electrodes were used in each test. 1280ML mixture 

of algae and water was poured into the reactor. ( fig 3 ) 

 

Fig 3 - Electric coagulation and flotation system 

 
 Each test was started by connecting the electrical current 

and turning on the magnetic stirrer and it ended after the 

reaction time by disconnecting the electricity current. After 

the end of the reaction, 30 min retention times are given to 

the reactor to alga come up to the surface and are seprated 

from the water.)Table 2 (shows the measured tests and 

results. 

Table2. Experimental conditions and characteristics 

4. Modeling 

The modeling in the study included the following steps: 

Step one: the input dataset (laboratory data) was included 

and recorded in Excel software and then was loaded and 

called for network training phase in the MATLAB 

environment (two-thirds of data). The data were chosen 

from the entire dataset of the main base so that it 

represented characteristics of the entire set 

Step two: inputs and outputs were defined for this stage, and 

pH , Density  ،  , time were introduced as inputs. Moreover, 

Removal efficiency , Energy consumed , 

ElectrodeConsumed ,Total wight were introduced as 

outputIn fact, the network had an input layer of neuron 
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(node) as well as an output layer of neuron. Then, 

characteristics of the network were discussed. 

Step three: transfer functions of hidden layers and output 

were determined in this step. We have two elements of 

weight w and transfer function f for a simple neuron. Input p 

is applied on neuron and is weighted by multiplying the 

weight w. The sum was added to the corresponding bias, 

applied as an input on the transfer function f and final output 

was obtained. Transfer function is a linear or non-linear 

function. There are 12 common transfer functions in neural 

networks. Different functions of each layer were tested in 

the study and the best results were observed for the transfer 

function of the hidden layer tansig and output layer purelin. 

Step four: the number of nodes or hidden layer neurons 

were obtained in this step. The number of input layer 

neurons and the number of neurons in the output layer were 

equal to the number of output data. The number of hidden 

layer neurons was achieved by trial and error. In fact, the 

error rate was determined by trial and error through changes 

in the number of hidden layer neurons. five neuron had the 

lowest error in the study. Therefore, it was possible to reach 

the best answer with five  neuron for hidden layer. 

Levenberg-Marquardt (LM) is the best method of learning 

algorithm. Levenberg-Marquardt is a network training 

function that updates weight and bias values based on 

Levenberg-Marquardt optimization. Levenberg-Marquardt 

is often the fastest back propagation algorithm that is highly 

recommended as a first-choice supervised algorithm. Now, 

that the network has been trained, the  

remaining one-third of the original dataset was used to 

evaluate and test the network. Error rate was measured and 

network error was drawn 

5. Discussion and conclusion 

Training in the neural network is based on the assumption 

that usually about two thirds of the available experimental 

data are randomly selected for training the network and the 

remaining one-third of the data is used to evaluate the 

model. Two important definitions that are used to evaluate 

network are mean square error (MSE) and regression 

coefficient (
2R  ), which are defined as follows: 
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In the above equation, bi,bm  and n respectively are the 

model output, laboratory output, experimental data mean 

and the number of data. If the network responses are drawn 

according to the expected outputs (laboratory values), a 

straight line of 45 degrees should be obtained. The linear 

regression coefficient close to 1 and MSE close to zero 

indicate accuracy of the model. 

In order to determine the transfer functions of the middle 

and output layers as well as the number of neurons in the 

middle layers,the number of the neurons in the middle layer 

is assumed to be 5 and various transfer functions are tested 

for the output layer with constant transfer function of the 

middle layer as function purelin. Therefore, the function 

with the lowest error is selected as the transfer function of 

the output layer. Table 3 shows the results. According to the 

results, the function tansig has the least error rate in the 

output layer. These two functions are defined as follows: 
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Table 3. Determination of the best transfer function for the output layer 

 

In the second phase, 6 neurons of middle layer and the 

transfer function tansig of the output layer were selected and 

different transfer functions were examined. According to the 

results in Table 4, the lowest error rate related to the transfer 

function purelin. The function is defined as follows: 
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Table 4. Determination of the best transfer function for the middle layer 

 

 

The number of neurons in the middle layer was determined 

by identifying transfer functions of the middle and output 

layers in the final step. According to Table 5, 5neuron has 

the lowest error rate. 

Table 5. Determination of the number of appropriate neurons for the middle layer 

In order to show the match between data from modeling and 

experimental data, the data was plotted on a graph. The 

graph that is also called linear regression evaluates the 

match between data from modeling (predicted) and actual or 

target data (experimental) and shows the result in the form 

of a straight line passing through the line of 45 degrees. If 

the line drawn on the line of 45 degrees is more cinsistent, it 

will indicate a better match between modeling and real data. 

All modeling and real data in the graph is plotted as dots 

around the line of 45 degrees. Figure 4 shows changes in 

regression coefficient for the trained network. 
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Figure 4. Changes in regression coefficients 

for the trained network 

 

As seen in Figure 4, the network outputs for data used for 

training were compared with experimental data. The straight 

line passing through the graph is well coincided with the 

line of 45 degrees. Moreover, these data points are very 

close to the straight line. Therefore, the developed model 

has good accuracy. 

In order to evaluate whether the network can well generalize 

trained rules to other data, evaluation data (the remaining 

one-third of the data) were used. Figure 5 shows a similar 

comparison for the evaluation of the model accuracy. As 

shown, the straight line passing through the graph also 

coincides with the line of 45 degrees. These data points are 

also very close to the straight line. Therefore, the trained 

network can generalize rules to new data. 

 
Figure 5. Changes in regression coefficient for the 

evaluation of the accuracy of modeling 

 

 

6. Conclusion 

 Results of linear regression showed that correlation 

coefficient obtained (R-Value) between the 

measured and predicted output variables is close to 

1 indicating that the network response is 

satisfactory. 

 The results also showed that training artificial 

neural network with the process data to separation 

of microalgae has been successful. 

 With proper training, ANN can successfully predict 

the system output for new conditions. 

 

7. References 
[1] Farrell A. E, Plevin R.J, Turner B.T, Jones A.D, O'Hare 

M, Kammen D. M., EthanolCcan Contribute to  Energy and 

Environmental Goals, Science, 311: 506-508. (2006) 

[2 ] Khan S.A., Rashmi Hussain M.Z., Prasad S., Banerjee 

UC, Prospects of Biodiesel Production from Microalgae in 

India, Renew. Sust. Energ. Rev., 13: 2361–2372(2009) 

[3] Rodolfi L., Zitelli G.C., Bassi N., Padovani G., Biondi 

N., Bonini G., Tredici MR Microalgae for Oil: Strain 

Selection, Induction of Lipid Synthesis and Outdoor Mass 

Cultivation in a LowCost Photobioreactor, Biotech. Bioeng., 

102:100–112(2009) 

[4] Uduman, Nyomi, Ying Qi, Michael K. Danquah, Gareth 

M. Forde, Andrew Hoadley, Dewatering of Microalgal 

Cultures: A Major Bottleneck to Algae-Based Fuels, Journal 

of Renewable and Sustainable Energy, 2(1): 012701 (2010).  

[5] Tenney M.W., Echelberger J., W.F. S., R.G., P.,  J.L., 

Algal  Flocculation with  Synthetic Organic  

Polyelectrolytes, Applied microbiology, 18(6), 965 - 971 

(1969).  

  [6] Bernhardt H., Clasen J., Flocculation of Micro-

Organisms., Journal of Water Supply: Research and 

Technology - Aqua, 40(2): 76 - 87(1991).  

  [7] Adam J. Dassey & Chandra S. Theegala, Reducing 

Electrocoagulation Harvesting Costs for Practical 

Microalgal Biodiesel Production, Environmental 

Technology Journal, 35(6): 691–697 

(2013) 

  [8 ] Uduman N., Qi Y., Danquah M.K., Forde G.M., 

Hoadley A., Dewatering of Microalgal Cultures: A Major 

Bottleneck to Algae-Based Fuels, J. Renew. Sustain. 

Energy., 2:012701(2010).  

[9] Brennan L., Owende P., Biofuels from Microalgae-A 

Review of Technologies for Production, Processing, and 

Extractions of Biofuels and co-Products, Renew. Sust. 

Energ. Rev., 14:557– 577 (2010) 

[9  ] Montgomery, Douglas C., Runger, George C. and 

Hubele, Norma Faris. Engineering Statistics, John Wiley & 

Sons Inc., USA, .2011 39  

[10] Myers, Raymond H., Montgomery, Douglas C. and 

Anderson-Cook, Christine M., Response Surface 

Methodology, Third Edition, John Wiley & Sons, Hoboken, 

New Jersey, (2009) 

[11] Magharei A, Vahabzadeh F, Sohrabi, Morteza, Rahimi 

Kashkouli Y, Maleki M. Mixture of Xylose and Glucose 

Affects Xylitol Production by Pichia guilliermondii: Model 

Prediction Using Artificial Neural Network, Iranian Journal 

of Chemistry and Chemical Engineering (IJCCE); 

31(1): 119-31  (2012). 

[12] Athar , M : vohora , S . B “ heavy metals & envirnment 

“ . islamic Azad university of sanandaj : 10 - 11 , 2007 

[13] Venkata , k , k ; upadhyayula , l ; science  of the total 

environment . 408 1 - 13 . 2009 

[14]. Sharifi Arab, Gh., Rafiei, R., Jalali, H., & Ameri, M. 

(2013). Presentation of a computerized model to predict the 



University College  of Takestan 

 

shelf life of Lactobacillus in probiotic yogurt. Journal of 

Food Technology, Shahrood, Iran 

[15]. Nasiri, M, Mohammadi, A., & Tavakkoli, M. (2014). 

Prediction of the survival of Lactobacillus acidophilus in 

yogurt condensed with an artificial neural network. The 3rd 

National Conference on Food Industry. 

[16] Debska, B. and B. Guzowska, S. (2011), “Application 

of artificial neural network in food classification”, Analytica 

Chimica Acta, 705, pp 283– 291. 

[17] Rezaei, M., Khaje Kazemi, R., & Alizade, R. (2013). 

Modeling and optimization of copper removal from water 

with plantain fruit using design of experiments. Applied 

research in chemical engineering, 7(1), pp. 39-46. 

[18]Golzari.A , Abdoli.M.A ,KHodadi.A , Karbasi.A , 

Imaniyan.S ,(2015) , Investigation of electrical and chemical 

coagulation processes for isolation of saline microalgae, 

Iranian Chemical Chemistry and Chemical Engineering , 

(35) 1 

 

 


