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ABSTRACT 

Internet, since the beginning of its work, has undergone many changes one 

of the latest changes is how the internet cloud computing. New technologies 

cloud computing offers because of features all kinds of facilities to the users 

as a service. Each evolution, change and novel concept in the world of 

technologies has its own problems and complications. Accordingly, 

benefiting from cloud computing is no exception to this rule and it has 

challenged researchers and proponents in this research domain. Indeed, some 

major challenges in cloud computing are: load balancing, safety, reliability, 

ownership, data backup, data portability and supporting several platforms. 

One challenge for such matters in the field of cloud computing is load 

balancing optimization in the cloud. The so-called cloud computing, 

including virtualization, distributed computing, networking, software and 

Web services. With respect to the ever increasing significance of load 

balancing in cloud computing the researchers in this paper intended to 

improve load balancing by using a novel method. The related studies were 

reviewed, evaluated and compared with each other. The efficiency of the 

proposed method was analyzed and compared with those of other studies. 

The results of the present study revealed that the proposed method is better 

than other dynamic virtual machine (VM) consolidation algorithms in terms 

of reducing SLA (service levels agreement) violation and the amount of 

transmitted data volume transmission has to present a better performance 

than other methods. 
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INTRODUCTION 

Cloud computing emerged a model for providing the 

resources required for customers, similar to other industries 

(water, electricity, gas and telephone).The user gain access 

according to their needs, regardless of where or how a 

service is delivered.The Sample a variety of computing 

systems has been proposed that some of these computing 

systems including: cluster computing, grid computing and 

cloud computing recently. Three fundamental services to 

provide by cloud computing architecture, according with 

customer requirements information technology.[1-3] 

One outstanding challenge facing researchers in cloud 

computing is to maintain optimal load balance in cloud 

computing. Indeed, cloud computing refers to virtualization, 

distributed computation, network, software and web 

services. A cloud consists of several elements, namely 

clients, data centers and distributed servers. The following 

issues and challenges are involved in a cloud: error 

tolerance, high accessibility, scalability, flexibility, 

reduction of overload for users, reduction of ownership cost, 

providing services to requests, etc.[4-7]Focusing on these 

issues and trying to sort them out can result in an efficient 

load balancing algorithm. Load balancing refers to the 

process of distributing load among different nodes broadcast 

in a system in order to improve resource efficiency and job 

response time. As a result, conditions in which some nodes 

are overloadedwhile other nodes are unloaded or lightly-

loaded should be avoided. Furthermore, it should be 

guaranteed that all the system processors and network nodes 

should have equal amounts of job at any moment. [8-12] 

With respect to the explosion of cloud computing networks 

and their ever-increasing developments, energy 

consumption in data centers increases remarkably.hence, 

this condition can be regarded as a critical issue and concern 

for industry and society. The increase in energy 

consumption not only raises energy cost but also increases 

the amount of carbon distribution which can eventually 

reduce cloud providers’ profits and can be harmful for the 

environment [13-14].It should be pointed out that since the 

scale and complexity of distributed cloud computing 

systems are overwhelmingly high, centralized assignment of 

jobs to specific servers is impossible. Hence, an effective 

distributed solution is required which should be proposed to 

service providers [15].Numerous scheduling algorithms 

have been proposed for taking load balancing into 

consideration. Namely, Honeybee Foraging algorithm, 

Biased Random Sampling, Active clustering, OLB+LBMM 

 ،Min-Min, etc. are some algorithms which were aimed at 

maintaining load balance. Indeed, a specific algorithm is 

usually used based on the need and requirement. 

Nevertheless, it should be noted that cloud computing 

covers a wide range of areas; hence, methods are desirable 

which are appropriate for different contexts and 

environments and which can reduce cost.[16-19]Inasmuch 

as load balancing is of high significance in cloud data 

centers, different methods have been proposed. 

Nevertheless, it should be noted that each method considers 

only a select number of criteria and can only optimize 

particular parameters. Thus, the best approach is to use 

earlier methods, develop and optimize them so as to obtain 

more efficient results.[20]Over the past years, different 

methods have been proposed for maintaining load balance 

and numerous research papers have been published on this 

issue. In each proposed method, algorithms were designed 

based on specific features and certain criteria were taken 

into consideration by them[21]. For example, a load balance 

scheme was proposed in [22-23] which was based on virtual 

machine migration, it was aimed at ensuring error tolerance. 

An algorithm was proposed in [24] which was based on 

available methods, it was intended to reduce the response 

time. In [25-26] an algorithm was proposed where load 

balanced was used to maximize operational throughput. In 

[27], optimal load balancing was designed to prevent 

deadlock in cloud. 

 

In this paper,because ofvery importance process load 

balance in the cloud computing, using a new method to 

compare the existing methods and analysis methods is 

presented. The proposed method rather to other 

algorithmscombines dynamic virtual machines than both in 

terms of reducing the amount of violation of the SLA and 

the volume of data transmission, performance is better than 

other methods.The next discussion paper includes proposed 

algorithm calculations and performance of the proposed 

algorithm deal with, and finally conclusions and presented 

in the end of this article. 

 

2. The Proposed Method  

As mentioned above, load balance is one of the basic 

challenges in cloud computing. Sorting out this demanding 

issue requires dynamic and equal distribution of the local 

workload within all nodes so as achieve user satisfaction 

and high rate of resource utilization. As a result, equitable 

and efficient allocation of computational resources is 

guaranteed.  

 

The purpose of the present study was to compare 

different load balance algorithms in cloud computing.As 

mentioned in the review of the related works, none of the 

above-mentioned algorithms can take all the criteria into 

consideration. Hence, due to the lack of such algorithms, 

designing an adaptive algorithm for heterogeneous 

environments which can reduce cost is of high significance. 

In this paper, all the important and effective factors in cloud 

computing systems were considered to design an algorithm 

which can reduce cost and system errors and enhance users’ 

satisfaction.       

   

When a decision is made to transmit a load on a network 

node, many important parameters should be taken into 

consideration. In case the objective is to appropriately 

distribute the main load on a cloud, this can be considered 

as a particular state of load distribution on a cloud. In 

general, algorithm can be used for distributing any type of 

load on the network such as program migration, code 

migration and even operating system migration. The 

concept behind algorithm is straightforward; that is, 

algorithm operates by considering a higher coefficient for 

those parameters which are more important.In some 

parameters, the nodes of a cloud network can simply be 

informed about the conditions of other nodes. 
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 Through a simple signaling, for example, delay can be 

measured. In this algorithm, keeping only little information 

about neighboring nodes is required, when compared with 

the mass of information exchanged in the cloud context, the 

amount of information required about neighboring nodes is 

very little. In the proposed method, the focus will be more 

on information about neighboring nodes which is locally 

available and there is no need to have an overview of the 

network cloud. Cloud network is a vast network, if one 

wants to have comprehensive information about cloud 

network, huge memory space and large masses of data to be 

transmitted and received are required. Thus, in the algorithm 

proposed in this paper, local information about nodes, 

especially neighbors is used and each node transmits code or 

data to another node based on the conditions of the 

neighboring nodes. In case a node has a problem, other local 

nodes easily become informed of it and consider it in their 

decision-making process. Thus, it can be argued that each 

node does not need a lot of query and exploration in order to 

make a decision and easily obtains the required information 

for making the decision.  

In the scheme proposed in this paper, the relations 

which will be mentioned below and effective factors in load 

balance and appropriate standard coefficients will be used to 

obtain desirable results. One factor in cloud computing 

which has a notable impact on load balance is the number of 

available neighbors in each node. According to the cloud 

model, it is assumed that the more the number of neighbors, 

the higher the load balance will be in the system. Hence, in 

the following equation (1), this factor (the number of 

neighbors) is considered with the coefficient a. Another 

important factorin cloud computing is related to the energy 

of each node; the higher is the energy of each node, it can be 

assumed that the node can be optimally used to maintain 

load balance. Hence, in the equation (1) below, node energy 

is denoted by b coefficient which is summed up by the 

previous factor (the number of neighbors). One more factor 

which can be used is the major load in each node. The lower 

the amount of major loads in each node, the higher the load 

balance. Consequently, this factor is denoted by the 

coefficient c in the denominator of the following equation 

(1).  

 Another factor which can play a significant role in 

load balance is the response time of each node to the 

transmitted request. For measuring response time, the 

elapsed time from transmitting a data to the related node and 

its reception by the node should be measured. This 

procedure is conducted for all the available nodes in the 

cloud system and its different neighbors. By comparing the 

response times for all the nodes, the node with lower 

response time will be used for load balancing. This factor is 

denoted by the coefficient d and is included in the 

denominator of the equation (1)so that it can contribute to 

maintaining a better load balance in cloud computing.The 

proposed equation (1) is as follows:  

(equation 1) 

a+b+c+d=1 (equation 2) 

In this equation, nn refers to the number of nodes, en stands 

for the amount of energy, ld denotes the load mass in each 

node and rt refers to the response time of each node in the 

network. Also, a, b, c and d stand for the impact factor of 

each parameter. Each impact factor or coefficient is a 

number ranging from zero to one and the sum of all 

coefficients should be equal to one. (equation (2)). 

Moreover, x1, x2 and x3 are parameters which included in 

the equation (1), they are aimed at maintaining a balance 

among the available parameters. In this paper, the parameter 

related to the number of neighbors is regarded as the basic 

parameter and the other parameters are measured in relation 

to this basic parameter. In other words, this basic parameter 

is used for integrating different available parameters in this 

equation. The values of these parameters are determined 

based on the expected values for the main parameters.  

 The equation mentioned above is highly flexible 

since other criteria can be added to it. Expectations from 

cloud computing vary in different environments and under 

different conditions. Thus, the modifications made in the 

above-mentioned parameters can be added to the equation 

or new parameters can be added to it. In any case, initially, 

the impact factors of different parameters are determined. 

However, for determining the precise magnitude of 

integration parameters, limits of parameters should be 

specified.  

 Other parameters are parallel to customer response 

time. For example, energy or the amount of load is not 

directly related to response time. Nevertheless, it should be 

noted that, in the long run, considering them might have a 

desirable impact on response time. 

3. Computationalefficiencyof the proposed method 

For finding hosts which are in the overload condition, the 

local regression proposed in the paper [21] was used. The 

rationale behind local regression is attributed to simple 

models in which local data subsets are used to produce a 

curve to estimate major data. For each observations such as 

(xi ,yi), weight function (tricube) is used to obtain 

neighboring weight (equation 4).  

 

(equation 4) 
 

   


















x

x
Tx

q

i

i )(  

In this equation,  xi  denotes the distance from x to xI 

and   xq  refers to the sum of these distances in the 

ascending manner. Hence, the neighborhood weight 

for(xi,yi) is defined as )(xi which is obtained through 

equation (5) below.  

 

(equation 5) 
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For each xi, )()( xx qi  and q determines the number of 

local data subsets around x. The size of the subset is defined 

by a parameter known as bandwidth. For example, if the 

value of the polynomial is equal to one, then the function 

will be of the family y=a+bx. The values of a and b are 

obtained by minimizing the equation (6) given below:  

 2
1

)( ii

n

i i bxayx  
 (equation 6) 

This method was used for obtaining a polynomial for 

observing k observations and the productivity of the 

processor was used. The polynomial was fitted only for one 

point, i.e. the last observation. According to the argument 

given in [22], first-degree polynomial leads to the distortion 

of the observation configuration. However, second-degree 

polynomial results in the loss of these distortions but results 
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in this state is higher than border bias. Hence, for reducing 

bias in borders, a first-degree polynomial was used. Assume 

that xkis the last observation and x1 is the Kth observation 

from the border in the right side; in this condition, xi is 

selected so that ki xxx 1 and
ikki xxx  )( . Thus, the 

weight function Tricube can be simplified as follows: 

33* )1).(( uuT    for 01 u and the weight function is 

obtained as follows:  
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7) 

 

In the proposed LR algorithm, the method derived from 

Loess was used to find a line, i.e. xbaxg ˆˆ)(ˆ  for each 

new observation. This line is used to estimate the next 

observation, namely,  1
ˆ

kxg . If equation (8) is established, 

the host algorithm is identified as overload.  

 

( equation 8)   mkkk txxxgs   11 1ˆ.  

In this equation, 
Rs standsfor the assurance parameter 

and tm refers to the maximum required time for conducting a 

migration in the host. MMT method was used along this 

purpose.In MMT, the virtual machine V will be selected for 

migration provided that it relatively has the least migration 

time. The migration time is estimated by dividing the 

amount of used memory (RAM) on the available network 

bandwidth for the available host j. If Vi refers to the set of 

available virtual machines in the host j, then, the MMT 

method will select a virtual machine such as v for migration; 

this virtual machine should have the following conditions: 

 

   

j

u

j

u

jj
BW

aRAM

BW

uRAM
VaVv      (equation 9) 

In this equation, RAMu(u)refers to the amount of memory 

currently used by the virtual machine a andBWidetermines 

the network bandwidth for the host j.  

 

4.Result proposal algorithm 

In this article, we analyzed the results of the 

algorithm for this purpose the following should be 

considered: 

1. The live migration of virtual machines is one of 

the beneficial capabilities which is used for energy-efficient 

management of resources in the data center. In any way, this 

type of migration has a negative impact on the SLA of 

applications which are run. In this paper, algorithm 

number(1-5)was aimed at reducing the amount of SLA 

violation, reducing the number of migrations and reducing 

the amount of data to be transmitted. 

 For finding lightly loaded hosts, at first, equation (10) 

should be used to measure the threshold value for the host 

(UTHI) HI , this host is a combination of host processor 

utilization (UHI) and the number of virtual machines within 

the host (VMSHI)HI. 
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..
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

 HiHiHi VMSUUT
 

equation (10) 

In equation (10), α stands for the processor utilization 

weight and β refers to the virtual machines within the host.  

2. In each stage of the VDT (vm-based dynamic 

threshold) algorithm, the host with the minimum UTHI value 

is selected, all the virtual machines within the selected host 

try to migrate to other hosts. The host goes into the sleep 

mode. This procedure is carried out for all the hosts which 

are not in the lightly loaded mode.   

3. For selecting a new host for virtual machines, 

the UMC (utilization and minimum correlation) algorithm is 

proposed in this section. UMC is based on multiple 

correlation coefficient and host processor 

utilization(algorithm 2-5)[26]. UMC is implemented in two 

steps: In the first step, a number of hosts are selected as 

candidates based on processor utilization for finding a new 

host for the virtual machine. This algorithm assures that a 

lightly loaded host is not selected for a new destination 

(algorithm 3-5). In the second step, in the UMC algorithm, 

for selecting a new host for the virtual machine i, a host 

among the candidate hosts, will be selected where the 

virtual machines within it have the least dependency on the 

virtual machine I in terms of processor utilization history. 

Hence, in the new host, the virtual machine i has the least 

similarity to other virtual machines within the host with 

respect to resource utilization. Thus, it can be argued that 

UMC reduces SLA violation, the number of migrations and 

also the amount of transferred data. This algorithm reduces 

the number hosts which have reached the peak of their load. 

Consequently, the number of overloaded hosts is 

reduced(algorithm 4-5). Thus, this is regarded as another 

reason and justification for the reduction of migrations in 

the proposed method.  

Algorithm (1-5) : Finding VDT(VM-based dynamic 

threshold) 

Input:host list 

Output:migration virtual machine (VM) list  
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Algorithm(2-5) :Power – Aware Best Fit Decreasing 

Input: virtual machines List (vm list)and Host List 

(hostList). Output:virtual machinesallocation 

 

Algorithm (3-5). Selection of a new location for virtual 

machines (UMC) Input: virtual machines which should be 

migrated and moved (migratable VMsList). Output: 

migration map. 

 

 

 

  

Algorithm (4-5) : Finding a candidate host for virtual 

machines Input: virtual machine (VM)  

Output: candidate host list  
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Cloud computing service providers face a trade-off between 

power and efficiency (improvement of equitable relation 

along with SLA reduction). For maximizing profit, service 

providers need energy-efficient methods. In such methods, 

virtual machines are combined and idle servers are put into 

the sleep mode so as to optimize equitable relations (Fig. 1). 

However, this combination increases SLA violation which 

is signed between service provide and user at the outset of 

the contract (Fig. 2).The results of the present study 

revealed that the proposed method is better than other 

dynamic VM algorithmsboth in terms of reducing SLA 

violation and reducing the amount of transmitted data 

(Fig.3) and reduce the number migration between virtual 

machines for sightly finding hosts (Fig. 4) that Performance 

is better than other algorithms. 

 
Figure.1. Energy consumption 

 

 
Figure.2. The violation of SLA 
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Figure.3. The amount of transmitted data 

 

 
 Figure.4. Migrated List 

 

 

 

 

5. Conclusion: 

 In this paper, a novel method was proposed for 

finding lightly-loaded hosts and new hosts for virtual 

machines.For identifying lightly loaded hosts, the number of 

VMs was considered as well as processor utilization. So, in 

determining the new host, a host will be selected as the new 

destination for VM which has the least similarity with the 

VMs within the host. According to the algorithm presented 

in this article to find hosts lightly-load and find a new host 

for virtual machines simulation results using a large-scale 

data and center with thousands of virtual machine data is 

evaluated on Planet-Lab performance results is provided 

better than other algorithms.It is mentioned in this article in 

the simulation is not considered in the calculation of costs 

(energy consumed by the network due to immigration).The 

use of statistical methods and data gathered from the past 

virtual machines in various stages of virtual 

machinescombined can be very useful in my future work 

will be in the future. 
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